Full waveform inversion of crosswell seismic data using automatic differentiation
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Summary

Full waveform inversion (FWI) is an effective and efficient data-fitting technique that has been widely used to produce accurate estimation of model parameters in Geophysics. The efficiency and accuracy of FWI are determined by the three main components: numerical solution for forward problem, gradient calculation and model update which usually involves the optimization method. The success of the adjoint-based field data inversion relies on the choice of the methods for solving these time consuming components. In this paper, we introduce the automatic differentiation (AD) tool TAPENADE to compute the gradient of the objective function, hence the FWI workflow is simplified so we can focus mainly on the forward modeling and the model updating. Based on the result from forward modeling, and the observational data, the objective function is calculated as the misfit function, which is then minimized by utilizing an optimization algorithm. A variety of methods can be used to minimize the misfit function, whereas in this work we choose the limited memory BFGS (L-BFGS) method due to the low requirement on memory usage. Numerical test for a 2D model shows that the combination of the AD tool and L-BFGS method is effective and efficient to solve the full waveform inversion problem.

Introduction

Full waveform inversion (FWI) is a nonlinear data-fitting procedure based on the seismic waveform data to estimate the model parameters, which usually appear as coefficients in a wave equation. The most popular method of FWI is composed of forward modeling which solves the wave equation with the initial model, calculating the gradient of objective function which measures the difference between the synthetic data and field data, updating the model parameters with a valid optimization method (Tarantola, 1984; Lailly, 1983; Virieux, 2009; Fichtner, 2011). Consequently, the three time-consuming parts influence the efficiency and accuracy of the FWI. The numerical method for the forward problem has been extensively discussed in the literature. So, we focus on how to calculate the gradient and the choice of an optimization method in this paper.

Most of the seismic FWI techniques utilize the gradient related optimization algorithms to update the model parameters so the gradient of the objective function is needed at each iteration step. The efficiency of the FWI method greatly depends on the accuracy and efficiency of the gradient computation. The adjoint state method has been introduced in the theory of inverse problems in the 1970s (Chavent, 1974), which is well-known to be an effective and efficient technique for computing the gradient of the objective function in FWI (Plessix, 2006; Fichtner, 2011). However, this approach is still computational expensive, especially for the problem with large size parameter, more over, the procedure of numerical solution of the adjoint equation is error-prone due to hand coding. Alternatively, this programming work can be substituted by the automatic differentiation technique that calculates the gradient with the adjoint method.
Automatic differentiation (AD) is the technique whereby the output variables of a complicated computer code can be differentiated with respect to the input variables automatically and efficiently. AD has been widely used in areas such as optimization, meteorology and oceanography but appear to have little impact in the Geosciences (Sambridge, 2007). Fortunately, AD has attracted increasing attention from Geoscientists and been introduced into the full waveform inversion domain in the recent years. Tan (2010) has shown that the automatic differentiation is an efficient approach to verify the accuracy of the gradient and Hessian operations generated by the adjoint state method. Liao (2011) has successfully estimated the acoustic coefficient in a 2D acoustic wave equation using the AD method. We believe that with the increasing popularity of adjoint state method and the increase of computing power, it should be a good practice to make full use of AD tool to solve the gradient of the objective function in the FWI workflow. In fact, there are a variety of AD tools that can be used to generate the adjoint code for the purpose of gradient calculation, although they vary in all aspects such as efficiency, easiness for use, etc.

To minimize the objective function, there are many optimization methods that can be used to update the model parameters in the FWI workflow. The method solving the Hessian vectors is referred to as the Newton method, which in general is computationally costly. In fact, the pure Newton method based on the full Hessian is currently not being used in realistic FWI because of the high computational cost (Virieux, 2009). The simple and attractive choice is to substitute the inverse of the Hessian with a carefully chosen step length. Such modification results in the so called gradient method or steepest-descent method, which are widely used in solving the gradient-based optimization problem. The mostly used optimization methods include the conjugate-gradient method, the quasi-Newton method and Gauss-Newton method in the literature.

In this article, these main computational parts will be discussed in detail while the workflow of FWI using AD tool will be presented. In particular, we use TAPENADE (Hascoët, 2004), one of the most powerful AD tools to compute the gradient of the objective function in the full waveform inversion, in which the objective function is defined as the difference in 2-norm between the observational data and synthetic seismogram. The optimization problem is then solved by the limited memory BFGS (L-BFGS) method. The proposed computational framework is tested on a 2D acoustic wave equation with crosswell seismic datasets.

Method

FWI is an unconstrained optimization problem in which we minimize the least squares difference between the observed data and the synthetic seismogram, which is the result of the forward model using an initial model \( \mathbf{m} \),

\[
E(\mathbf{m}) = \frac{1}{2} (\mathbf{d}_{\text{obsv}} - \mathbf{d}_{\text{cal}}(\mathbf{m}))^T (\mathbf{d}_{\text{obsv}} - \mathbf{d}_{\text{cal}}(\mathbf{m}))
\]

Where \( \mathbf{d}_{\text{obsv}} \) is the recorded seismic data, \( \mathbf{d}_{\text{cal}}(\mathbf{m}) \) is the predicted seismic data according to the model \( \mathbf{m} \) at the designed shot-receivers position. The model \( \mathbf{m} \) represents the physical parameters of the subsurface discretized over the computational domain.

Using the second-order Taylor-Lagrange expansion of the misfit function (1) at the vicinity of initial model \( \mathbf{m}_0 \), one can obtain the derivative with respect to the model parameter, then the perturbation model vector at the initial model \( \mathbf{m}_0 \) can be expressed as (Virieux, 2009),

\[
\Delta \mathbf{m} = \left[ \partial^2 E(\mathbf{m}_0) / \partial \mathbf{m}^2 \right]^{-1} \partial E(\mathbf{m}_0) / \partial \mathbf{m}
\]

GeoConvention 2013: Integration
The perturbation model is searched in the opposite direction of the steepest ascent of the misfit function at the initial model $m_0$. The second derivative of the misfit function is the Hessian that defines the curvatures of the objective function. Then, the updated model $m$ can be written as the sum of the initial model $m_0$ plus the perturbation model,

$$m = m_0 + \Delta m$$  \hspace{1cm} (3)

With the objective function and the model update equation, the workflow of full waveform inversion can be illustrated as the following (Figure 1)

![Figure 1: Workflow of full waveform inversion](image)

As shown in Figure 1, the FWI workflow consists of four parts: forward modeling, misfit calculation, gradient calculation and model updating. With the given initial model and field data, we first calculate the misfit between synthetic data and field data. If convergence is reached, the iteration stops, otherwise, the gradient will be calculated and used to minimize the misfit function. The result from the minimization will then be used to update the model, then a new iterative step starts until convergence is reached. Apparently, most of the computational resources are used on the three parts: forward modeling, gradient calculation and optimization. How to simplify the workflow and the selection of a valid method to solve the optimization problem are critical to the overall efficiency and accuracy of the seismic inversion problem. In what follows, we will give a detailed description for each part of the computational framework.

**The forward modeling** is the basis of the whole inversion problem. In this paper we produce the synthetic data by solving the forward acoustic wave equation, based on an initial velocity model. In general, one can use any numerical method to solve the forward problem, however higher-order methods are preferred due to its’ accuracy and low numerical dispersion. Here we use a finite difference method that is second-order in time and fourth-order in space. To reduce the effect from the
reflection occurred at the boundary, the absorbing boundary condition is implemented in the forward modeling. In the future, finite difference method with fourth-order accuracy in time will be considered.

The gradient calculation is fairly important, as the optimization algorithm relies on the derivative of the objective function to update the model parameters. The gradient can be computed efficiently using the adjoint state method. As mentioned above, the calculation of the derivatives may be problematic and troublesome especially if the procedure solving the adjoint equation is hand-coded. Alternatively, the automatic differentiation (AD) is a good choice because of its quick and simple implementation. The user just needs to provide the AD tool with a source program that solves the forward problem, the AD tool will generate a new program which will compute the gradient of the objective function. All of these procedures are done automatically. The computational efficiency for calculating the gradient by AD tool is determined by the forward numerical modeling program. This feature allows the user to focus on improving the forward numerical modeling without worrying about the implementation and efficiency of the gradient calculation.

Automatic differentiation (AD) is a set of techniques based on the mechanical application of the chain rule to obtain derivatives of a function given as a computer program. There are about 40 AD tools such as TAF, ADIFOR, TAMC, OpenAD, TAPENADE, ADOL-C, ADiMat etc. In this paper, we use TAPENADE to generate the adjoint code and calculate the gradient of the objective function. This AD tool will be introduced into the workflow of FWI to simplify the inversion procedure and improve the efficiency of the whole inversion problem. To ensure that the gradient calculated by TAPENADE (shown in figure 2(a)) is accurate, we compare it with the gradient calculated by central difference quotient (shown in Figure 2(b)). Both gradient results are calculated according to the initial model (shown in figure 4(a)) and the synthetic data of the true model (shown in Figure 3(a)) that the source located at the middle of the left side. This comparison clearly indicates that the gradient by TAPENADE is accurate, as both results show the same pattern.

![Figure 2: Gradient by TAPENADE (a) and Gradient by central difference quotient (b)](image)

For the model updating method, in principle, there are many different optimization methods that can be used to solve the minimum of the objective function $E(m)$. In this paper the limited memory BFGS (L-BFGS) is implemented to minimize the objective function as it is very efficient in solving the optimization problem of large size parameters. It has been shown that the L-BFGS is very robust and converges faster than many other popular methods such as the standard conjugate gradient method.
More over, the memory requirement of L-BFGS is considerably lower than that of other Newton-type methods. The combination of the AD tool (TAPENADE) and L-BFGS method is tested on the 2D model with the geometry of crosswell seismic inversion. For the sake of simplicity, we assume constant density and isotropic medium in the numerical test.

**Example**

We created a 2D velocity model corresponding to the crosswell survey geometry shown in Figure 3(a) to test our method. The typical sand body such as wedge body and lens-shaped body has been designed in this 2D model. The medium is discretized using uniform vertical and horizontal grid spacing of 1m, which results in a 101×101 grid. The synthetic waveform records were computed using the popular time domain finite difference code. The Ricker wavelet with a central frequency 180Hz is used as the source. To reduce the artificial reflection, the PML absorbing boundary condition is implemented in the forward numerical modeling. Red stars and blue circles in the diagram represent the source and receiver locations, respectively. The synthetic record correspond to the source located at the middle of the model left side is shown at the Figure 3(b).

![Figure 3: Geological model (a) and one synthetic profile (b)](image)

Using the synthetic data of the 2D model, the AD tool mentioned above is used to calculate the gradient and the L-BFGS is used to minimize the objective function. Starting from the initial velocity model shown in Figure 4(a), we recovered the velocity models using different number of shots. The results shown in Figure 4(b) – (d) clearly show that with the increase of the number of shots, the results are getting more accurate with the same number of L-BFGS iterations been taken for each case.
Figure 4: The contrast of initial model (a), the inversion result with 1 shot data (b), the inversion result with 3 shots data (c) and the inversion result with 11 shots data (d).

Clearly the inverted velocity models are reasonably close to the true model without any extra processing to the initial model and the observed data. It is obvious that with the increase in the numbers of shots, the result will be more accurate because of more observational data. The shape and velocity information have been inverted clearly with 11 shots data that cover the whole model. In fact, more observed data will lead to more accurate inversion result and this is true for more complicated model and field data.

**Conclusions**

Full waveform inversion (FWI) is computationally intensive procedure as each of the three components: the forward modeling, gradient calculation and model updating with optimization method are time consuming tasks. A popular finite difference scheme that is 2nd-order in time and 4th-order in space has been employed for the forward modeling. The automatic differentiation (AD) tool (TAPENADE) has been used to calculate the gradient of the objective function with respect the model parameters automatically and efficiently. The result is then combined with the limited memory BFGS (L-BFGS) method to update the model parameter. The significant reduction of effort in calculating the gradient allows us to focus on the forward modeling part such as the development of more efficient and accurate numerical schemes to solve the wave equation will improve the overall efficiency of FWI. The presented 2D numerical example shows that the proposed computational framework is a promising approach to solve the full waveform inversion of crosswell seismic data.
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